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A new horizontal bubble train apparatus has been built

to conduct time-resolved gas—liquid interaction studies of
interestin atmospheric chemistry. Inthe apparatus, liquid

is pumped horizontally through a 0.4 ¢cm i.d. quartz tube at
a controlled speed of 15—35 cm/s. A low-pressure (about
50 Torr) gas flow, carrying the trace gas of interest diluted
in helium carrier gas, is injected through a moveable
injector into the liquid flow forming well-defined bubbles
thatfill the diameter of the tube. In a controlled way, 10—

25 bubbles are formed per second. The outlet gas flow is
then sampled by a differentially pumped mass spectrometer.
The position of the bubble injector, which is computer
controlled by a stepping motor, determines the bubble
travel distance and therefore the gas-liquid interaction time
{typically 0.1—10 s). Modeling of the gas uptake and the
validation of the apparatus performance are described.
The apparatus can measure Henry's law coefficients (H) for
non-reactive species in the range 1073 to 3.0 M atm~".
For reactive species (first-order reaction rate k), the apparatus
measures Hk'2 values in the range 0.04—150 (M atm™!
s~12), |If the Henry's law coefficient of a species is known,
then first order reaction rates in the range 1—108 s~' can
be measured. Using this bubble train apparatus, the
uptake of gas phase formaldehyde as a function of pH (0—
11) and NaCl concentration (0—4 M) has been measured.
The Setchenow coefficient for formaldehyde in NaCl
solution at 293 K has been determined to be K; = 0.072 +
0.004 M~

Introduction

Heterogeneous gas—liquid interactions involving aqueous
droplets and aerosols in clouds and fogs have been recognized
as major mechanisms for the chemical transformations both
in the troposphere and in the stratosphere (see, for example,
refs 1—14). The atmospheric importance of heterogeneous
interactions has led to the development of several laboratory
techniques to study such processes. Among the most widely
used techniques are the entrained aerosol flow tube (15, 16),
Knudsen cell reactor (I17), coated wall flow tube (18), and the
droplet train flow tube (19—21). Each of these techniques
has a range of applicability, with particular advantages and
limitations. (For a review of these and other techniques, see
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ref 22). Recently, we began to experiment with bubbles as
the medium for the study of heterogeneous gas—liquid
interactions.

In a laboratory experiment designed to study heteroge-
neous interactions, the uptake of the trace gas of interest is
measured and can be expressed in terms of an uptake
coefficient, ymeas, defined as

ymeas =
no. of molecules lost to the surface (molecules shH

(1)
no. of gas—surface collisions (collisions s

The experimentally measured uptake coefficient (ymeas) is a
function of the mass accommodation coefficient, gas and
liquid phase diffusion, Henry’s law saturation, gas—surface
interaction time, and in some cases liquid and surface
chemistry. The challenge is to design experiments in which
these effects can be separated.

With bubbles as the medium of interaction, rates of
heterogeneous processes corresponding to small uptake
coefficients in the range 1074—10"7 can be measured (23, 24).
This technique complements the droplet train flow tube
apparatus that has been used extensively in our laboratory
to measure relatively large gas uptakes (Ymeas > 5 x 107*). The
primary difference between the bubble train and droplet
experiments lies in the gas—liquid interaction times: t=0.1—
10 s for bubbles and 3—20 ms for droplets. The longer
interaction time in the bubble train increases the number of
gas—liquid collisions and, thus, the sensitivity to small gas
uptake rates.

While bubblers have been employed to promote gas—
liquid interactions since the inception of the field of chemistry,
until recently they have not been used to conduct quantitative
time-resolved studies. The basic task in building a bubble
apparatus suitable for quantitative studies is to characterize
the device and to accurately model the uptake. The device
characterization involves an accurate determination of the
bubble size, shape, and interaction time within the liquid.
The modeling has to take into account the nature of the liquid
flow, which involves expressing the uptake as a function of
several parameters obtained by fitting the model to the
experimental data. The uptake rates, for the species studied
in the bubble train apparatus, are relatively slow so that gas-
phase diffusive transport need to be considered for only the
very fastest uptake rates. Mass accommodation does not
limit the uptake in the range of this apparatus. Throughout
the region of reliable operation, the uptake of the trace gas
in the bubble is governed by Henry’s law coefficient (H) and/
or the interfacial or bulk phase reaction rate (k) for the species.
The model is calibrated by studying species with known H
and k. The bubble train apparatus provides the possibility
of detecting the effect on the uptake of reactions at the gas—
liquid interface. .

Our first bubble apparatus utilized a vertical column of
bubbles rising through the liquid (23). A low-pressure gas
flow, containing trace gas diluted in helium carrier gas, was
bubbled through a flask containing about 4 L of liquid. The
outlet gas flow was then sampled by a differentially pumped
mass spectrometer. Using this apparatus, we were able to
conduct selected kinetics studies, and we measured Henry’s
law constants and Setchenow coefficients for the biogenic
reduced sulfur species DMS, H.S, CSz, CH3SH, and OCS (24).

There are certain inherent limitations associated with the
vertical bubble column apparatus. Since the bubbles rise
vertically through the liquid, driven by buoyancy, the velocity,
shape, and trajectory of the bubbles are not fully controlled.
The depth from which the bubbles can be injected is limited,
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FIGURE 1. Horizontal bubble train apparatus.

and therefore the gas interaction time is circumscribed to
times less than about 0.5 second. Of necessity, there is always
a significant thickness of liquid between the wall and the gas
in the bubble, which hinders photochemical experiments in
which the gas—liquid interface is illuminated by light
simulating solar radiation. We have now completed the
development of a new bubble train apparatus in which the
bubbles move horizontally carried through a tube by a flowing
liquid. The new configuration is a significant improvement
over the vertical bubble column apparatus overcoming the
limitations noted above. In this paper, we describe the
operation and calibration of this horizontal bubble train
apparatus, and we present uptake data for formaldehyde
obtained with this technique.

Formaldehyde is an important trace gas in the atmosphere
(4) emitted by combustion exhaust sources (25) as well as
many building materials and furnishings (26). It is a key
reactive intermediate in the photochemical oxidation of
airborne hydrocarbons and serves as one of the most potent
gas-phase precursors of ozone pollution in urban and
industrialized regions (27). Gas—liquid interactions with
cloud droplets and aerosols remove atmospheric CH,0 from
the gas phase resulting in significant levels of formaldehyde
in rain, snow, and fog (28). In fog and cloud droplets, CH,O
participates in several atmospherically important reactions
(25, 30). In this study, the uptake of formaldehyde was
measured as a function of pH and NaCl concentration. The
results were used in part to calibrate the apparatus and also
to extend the range of previous droplet uptake studies (31,
32). The uptake measurements as a function N aCl concen-
tration were used to obtain the Setchenow coefficient for
formaldehyde in NaCl solutions.

Experimental Considerations

Description of the Horizontal Bubble Train Apparatus. A
schematic of the apparatus is shown in Figure 1. Liquid is
pumped through the 0.4 cm i.d. quartz tube at a controlled
speed of 15—35 cm/s. The system is designed to operate
with aqueous solutions as well as with concentrated sulfuric
acid. Theliquid is temperature controlled bya coolant flowing
through a glass jacket surrounding the reservoir flask. A low-
pressure (about 50 Torr) gas flow, carrying trace gas of interest
diluted in helium carrier gas, is injected into the liquid flow
via 1/12 in. (14 gauge) stainless steel tubing. Well-defined
bubbles are formed filling the diameter of the tube. The
bubbles are non-spherical with length between 0.4 and 1.2
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cm depending on the gas and liquid flow conditions. Ten to
25 bubbles are formed per second at a controlled rate. The
liquid flow carries the bubbles to the end of the flow tube.
A curved trough positioned at the end of the flow tube
promotes a smooth flow of the exiting liquid into the reservoir
and the separation of the entrained gas from the liquid. The
separation of the gas from the liquid proceeds most smoothly
with the injector tip bent upwards in the direction opposite
to the trough.

After the bubble breaks at the end of the flow tube, the
subsequent interaction time of the gas with the reservoir liquid
surface must be minimized. This is accomplished by means
of a gas inlet (not shown in Figure 1) positioned coaxially to
the flow tube, which carries a flow of helium and water vapor
about 50 times greater than the flow containing the trace gas.
This coaxial flow is centered on the bubble breaking region
and dilutes the trace gas. The dilution and entrainment
rapidly remove the trace gas from the “wet” environment,
minimizing unwanted heterogeneous interactions above the
liquid reservoir. The trace species is then sampled by a
differentially pumped mass spectrometer. Other methods
of gas species detection can be easily coupled to the apparatus.
To avoid condensation of less volatile trace species, provisions
have been made to heat the passageway between the reservoir
and the mass spectrometer.

The position of the bubble injector that is computer
controlled by a stepping motor determines the bubble travel
distance and therefore the gas—liquid interaction time. The
frequency, size, and speed are monitored in the apparatus
by two light-emitting diodes (LED) positioned along the flow
tube and separated by a fixed distance of 2 cm (see Figure
1.

Experimental Procedure. An experimental run begins
with the bubble injector positioned outside the flow tube,
out of contact with the flowing liquid. At this point the gas
flows through the injector without interaction with the liquid
surface. The computer-controlled translation stage then starts
a 134 cm withdrawal of the injector into the flow tube. The
first centimeter of the translation is outside the liquid.
Bubbles are formed as the injector enters the liquid. Once
formed, the bubble, which contains the trace and carrier gases,
becomes saturated with water vapor. The coaxial H,0/He
purge flow described earlier also provides a steady equilib-
rium-determined source of water vapor in the region above
the liquid reservoir, thus minimizing the pressure/flow change
when the bubble exits the flow tube. The auxiliary coaxial
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FIGURE 2. Stroboscopic photograph of bubbies. Inside diameter of
the tube is 0.4 cm.

gas flow has been varied to ascertain that it does not affect
the uptake measurements.

Specifics of the Experiment. We note that there are two
time scales associated with this experiment. Firstis the travel
time of the gas bubble from the injector orifice to the end of
the tube. This sets the gas—liquid interaction time, which
varies from 0.1 to about 10 s. The other is the travel time of
the injector into the flow tube. Under our experimental
conditions, the full 134 cm withdrawal into the flow tube
takes about360s. The withdrawal speed must be slow enough
so that the gas uptake at any injector position is independent
of the injector speed.

The computer-controlled stepping motor (Velmex Inc.)
has a linear speed ranging from 0 to 2 cm/s. In our
experiments, the translation stage is operated at an initial
speed of 0.033 cm/s and slowly accelerates to a final speed
0f0.4 cm/s over the course of the 134 cm of the bubble injector
travel. During the travel time, the mass spectrometer signal
is sampled at a rate of 25 Hz. The slower injector speed at
the beginning of the run results in sampling proportional to
the amount of information contained in the uptake data. The
acquired data are averaged and saved at intervals of 3 s, which
correspond to an injector travel of 0.1 cm at the start of the
run and 1.2 cm toward the end of the run. The pressure is
monitored at the same rate. In order to maintain smooth
flows, the total pressure above the liquid reservoir is
maintained at 30 Torr above the water vapor pressure.

Absolute trace gas density in the bubbles is determined
by producing bubbles with calibrated flows of trace and carrier
gases. The entry of water vapor into the bubble is accounted
for by using a dilution factor that is determined by a series
of measurements with noble gases to calibrate the effect of
dilution at the mass spectrometer. Gas flows are measured
with a mass flow meter (Matheson 8100 Series). The liquid
flow is measured using a calibrated rotameter (Matheson 601
Series). The following flows were used in the experiment:
Helium carrier gas flow for the formation of the bubble and
trace gas entrainment was 0.05 standard mL/s. The coaxial
He purge flow was 3 standard mL/s. The liquid flow rate was
in the region 1-3 mL/s. The trace gas density inside the
bubble was varied from 5 x 10 to 5 x 106 cm™3,

Characterization of Bubbles. The formation of vertically
rising bubbles at submerged orifices is well documented in
the literature (33—37). However, to our knowledge, the
formation of bubbles in a horizontal flow tube apparatus
such as ours has not been previously studied. Well-defined
regular bubbles can in fact be formed in such a system. The
formation of a bubble is due to the interplay of the gas and
liquid flows. When the gas pressure in the injector tip is a
few Torr above the internal pressure of the liquid, gas emerges
from the tip in the direction of liquid flow. The emerging gas
bubble fills part of the tube, impeding the flow of liquid. As
a result, the liquid pressure upstream of the bubble rises
until it becomes high enough to detach the bubble from the
injector tip. The detached bubble is carried downstream,
and anew bubble begins to form at the injector. Well-formed
bubbles are produced at moderate gas flow rates of ap-
proximately 0.05 standard mL/s and liquid flow rates of 1—3
mlL/s. A train of such bubbles is shown in Figure 2. The
photograph was made with stroboscopic illumination, which
provides an independent check on bubble velocity.
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To model the gas uptake into the liquid, the following
parameters must be known: surface area, volume and speed
of the bubble, and volume of the liquid between bubbles.
Photographic studies show that fully evolved bubbles are
bullet-shaped. The front section of the bubble is well
approximated by an ellipse. The center section is the shape
of a cylinder, and the rear of the bubble is approximated by
the arc of a sphere. The passage of the bubble through the
light of the LEDs generates pulses in the detected light that
are monitored by computer and provide a direct measure of
bubble length and frequency yielding the velocity of the
bubble.

Modeling the Gas Uptake

A key task in the development of the bubble apparatus into
a quantitative tool has been the proper modeling of the gas
uptake and the validation of the apparatus performance. Gas
uptake in the horizontal bubble train experiment is governed
by the same physical processes that govern the gas uptake
in the earlier vertical bubble column device (23). However,
in modeling gas uptake in the new apparatus, we have taken
a simpler approach.

As stated in the Introduction, the measured uptake is a
function of the mass accommodation coefficient, gas and
liquid phase diffusion, Henry’s law saturation, gas—surface
interaction time, and, in the case of reactive species, also
liquid and surface chemistry (22). Danckwerts (38) solved
the uptake equations analytically for the case where the
species in the gas phase is not substantially depleted. Since
the uptake coefficient of the species studied in the bubble
apparatus is small, mass accommodation does not limit the
uptake. In the initial formulation, gas-phase diffusion is also
neglected. However, in the regions of the fastest uptake,
limitations due to gas-phase transport are noted and are taken
into account.

When mass accommodation and gas-phase transport do
not limit gas uptake, then the trace gas is near saturation,
and the trace gas uptake flux is determined by the rate at
which the species is diffusively transported away from the
interface. This transport rate depends on the liquid-phase
diffusion coefficient D; and on the concentration gradient of
the species. Liquid-phase irreversible reaction of the solvated
trace species steepens the concentration gradient by ad-
ditional removal of the species from the mass transport profile,
which results in an enhanced uptake rate. Therefore, the
uptake rate is also a function of the pseudo-first-order
irreversible reaction rate (k) of the solvated trace species of
interest. In these limits, Dankwerts’ expression for the flux
() of gas molecules into a semi-infinite liquid is

J = nHRT(D//t)'"* exp(~kt) + (Dk)"? erf(kn)'’?] (2)

Here ny is the gas-phase density of the trace species, R is the
gas constant, T'is the temperature, ¢is the gas—liquid contact
time, and H is the Henry’s law constant (in M/atm).
Although both bracketed terms in eq 2 contain the reaction
rate k, their effects can be distinguished. The first term
represents principally the effect of liquid-phase solubility on
the uptake. The second term represents mainly the effect of
irreversible reaction of the species in the liquid. We note
that in the absence of chemical reaction (k = 0), the flux
tends toward zero as the gas—liquid contact time increases
and the liquid reaches saturation. At equilibrium, the liquid
is saturated and the density of the solvated species n; is n =
ngHRT. Under saturated conditions, the number of molecules
leaving and entering the liquid is the same, and the net flux
is zero. Chemical reaction causes a continued removal of
solvated species, which prevents the attainment of equilib-
rium and therefore maintains a flux of species into the liquid.
The amount of gas Q that enters the liquid per cm? during
a time period 7 is obtained by integrating the flux J from ¢ =



0 to z. Such an integration yields

Q = nHRTI(zDy/x)""? exp(—kr) +
{z(DK)'"? + 1/2(D//K)"?} erfkn)™'y] (3)

The gas uptake is modeled as a function of discrete time
intervals 7. For this purpose, following the treatment of
Dankwerts it is convenient to define an average flux J; as

J. = Qlt = nHRT((D,/z)""? exp(~kr) +
{(DR)'2 + 1/(27) (D/K)V?} erfkn) ) (4)

The uptake coefficient (ymess) is related to eq 4 via J; =
Ng(c/4)y meas, Where c is the average molecular speed.

Equations 2—4 are applicable when the liquid is stationary
withrespect to the gas. Thisis not the case in our experiment.
The gas bubble and the surrounding liquid do not move at
the same speed. Analysis of the experimental results indicates
that the equations have to be modified to take into account
the slip between the gas in the bubble and the nearby liquid
in the flow tube and eddy current convective transport within
the liquid induced by the slip. Modeling of the gas uptake
also has to consider species desorption from the liquid both
in the flow tube and in the trough and uptake limitation due
to gas-phase transport.

In laminar flow, the velocity of the liquid at the wall is
zero, resulting in a velocity gradient across a flow tube,
Therefore, there is always a slip between the gas in the bubble
and part of the liquid in the flow tube, such that some of the
liquid is always moving slower than the bubble. The effect
of slip on the uptake process is visualized as follows: During
the transport along the flow tube, the bubble continually
sheds some of the liquid surrounding it. The liquid that is
left behind contains solvated species that have entered the
liquid from the gas phase. The liquid that has been shed
then mixes with the liquid upstream, behind the bubble,
resulting in a dilution of the solvated species. The diluted,
solvated species left behind then becomes part of the liquid
medium encountered by the next bubble. The slip as
described, enhances uptake of the gas-phase species in the
bubble because the new liquid encountered by the bubble
is further from saturation than the liquid that was shed.

We associate the slip with a characteristic time 7 (asinegs
3 and 4) interpreted as the time required for the liquid to slip
a significant part of the bubble length. This parameter is to
be determined by fitting the experimental data. To model
this effect, we assume that the bubble is advanced from the
injector to the point of exit from the flow tube in time steps
of 7. At any point along the flow tube, the gas—liquid
interaction time (?) is given by ¢ = nr where n is the number
of steps to that point. The gas uptake from the bubble (Ang)
during the time interval 7 is computed usingeq4. The amount
of gas Ang is then added to the liquid to compute the new
liquid-phase density () of the species. Modeling of the
experimental data shows that the slip time 7 is inversely
proportional to the bubble velocity v,. Thatis = C,/w,. As
shown below, C, defines the enhanced uptake due to this
effect.

Non-reactive Species. To obtain a best fit value for 7, we
first model the uptake of non-reactive species (k = 0). The
net amount of gas entering the liquid phase at time ¢ during
a period 7 is

Any(t) = J(£)(Sy/ V)T =
[ng("YHRT — ny())2(Dy/70)'? (S, / Vi)t (5)

Here Sy and V; are respectively the effective surface area and
volume of the bubble. The second term in the brackets takes
into account the return of solvated species from liquid to gas
phase. The sides of the bubble are in contact with the flow

tube and are to some extent isolated from the bulk liquid.
Therefore, the ratio (Sy/ V%) is expected to be smaller than the
geometric surface to volume ratio (Sy/ Vy)geo. That is (Sp/ Vi)
= CalSb/Vb)geo, With C; to be determined by fitting the
experimental data.

The species density in the bubble at the next step At is

ng(t'+ 7) = ny(t) — Any(t) 6)

Correspondingly, the species density in the liquid at that point
is

n(t'+ 1) = [ny(t) + Any(£)(V,/ V)] )

Here Viis the volume of the liquid associated with each bubble.
(The ratio V4/W is the measured bubble-volume to liquid-
volume ratio in the flow tube.)

In this way the density of the trace species ng is followed
from # =0 to ¢ = ¢ with the initial condition ng(0) = no, the
initial gas-phase species density, and n,(0) = 0. (tis the full
travel time of the bubble from the injector to the exit from
the flow tube.)

The uptake data make it evident that the model, as it stands,
underestimates the detected gas-phase species density. This
underestimate is attributed to species desorption as the liquid
flows out of the flow tube into the reservoir. In this exit region
over the reservoir, the liquid as it leaves the flow tube
encounters a region of lower gas-phase species density, and
consequently part of the solvated species desorbs. Simple
equilibrium considerations show that the resulting increase
in the species density, ng, is of the form

ng = n (Gl + HRTC,] ™ ®)

Here G, and C, are relevant effective gas to liquid volume
ratios to be determined by fitting the experimental data.
The final detected gas-phase species density, [ng(#)]r is

(ng(O]p = ng(1) + ny 9)

Reactive Species. Asa firstattempt at modeling the effect
ofirreversible liquid-phase reaction on gas uptake, we simply
include the reactive terms as shown in eq 4 in the expression
for Angineq5. Furthermore, eq 7 is multiplied by exp(—k7),
and eq 8 is multiplied by exp(—kCs); where C; is the effective
residence time as the exiting liquid mixes into the reservoir.

The results of reactive uptake measurements show that
modeling with these first-order modifications alone under-
estimates the reactive uptake. This is not unexpected. We
note that there is a qualitative difference in the nature of the
uptake process for non-reactive and reactive species. In the
former case, the species remains solvated in the liquid. In
the latter, the species disappears as a result of irreversible
chemical reactions. In both cases, the rate of gas uptake is
determined by the rate at which the solvated species is
removed from the gas—liquid interface. However, eddy
currents in the liquid near the gas—liquid interface may
preferentially enhance the uptake of reactive compared to
non-reactive species. As an example, assume that, in the
process of bubble slip through the liquid, small scale eddy
currents are setup near the gas—liquid interface. Inthe case
of non-reactive species, such an eddy current will first remove
solvated molecules from the interface but then the current
will return them back again, resulting in zero net removal of
solvated species near the interface. On the other hand, in
the case of reactive species, if the reaction rate is sufficiently
rapid, the concentration of the solvated species will decrease
during the eddy current period. Therefore, a smaller number
of trace species will be brought back to the interface than
removed from it. In this case, such small scale eddy currents
enhance reactive gas uptake. The effect of such an eddy
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FIGURE 3. Uptake of four non-reactive species, Kr, 0CS, H,S, and
S0 (the latter two at pH 1 to avoid hydrolysis reaction) at 293 K as
a function of square root of gas liquid interaction time (£2). Hvaries
from 2.83 x 103 (Kr) to 1.84 (SO,) M atm~". Solid line is the computer
model fit to the data.

S

current convection on the uptake will certainly be a function
of the reaction rate itself.

We have not been successful in formulating a simple
picture of convection that would yield a good fit to the reactive
uptake data over the full range studied. Therefore, we resorted
to seeking a trial function fp that would provide a fit to the
uptake measurements. A good fit to the data with the trial
function fp yielding a modified expression for the flux is

! = n HRT{(D/tn)""? exp(—kt) +
(DK fy + 1/20) (D k)7 erf(kn)™'?} (10)

The data are then well fitted with fp of the form
fo =14 C; exp[-HRT(D,K)'? C,] (11)
Equation 5 then becomes

Any(t) = [n(")HRT — ny()}{(D)/n7)"'? exp(—kz) +
(DR fy + 1/20)(D}/ )M erf(kn) /?}(S,/ V)T (12)

Equation 12 is analogous to eq 4 with the value of 7 (i.e., C))
reflecting convection due to bubble slip, independent of .
Enhanced reactive uptake due to eddy current transport near
the interface is represented by fp,

In the region of very rapid uptake, there is evidence of the
uptake rate reaching a limit. We assume that this limitation
is due to gas transport to the liquid surface. This effect is
taken into account as a resistance to gas flux into the liquid
expressed via a parameter Cg as

Uned = UN T+ (Y7 13)

The parameter Cg affects uptake only in the region of the very
fastest uptakes studied with this apparatus.

Experimental Results

Calibration of the Apparatus. Four parameters are needed
to model the uptake of non-reactive species: Ci, C;, G3, and
C,s. These parameters were obtained by studying the uptake
of species with nine known Henry’s law coefficients varying
over 3 orders of magnitude. As an example of the uptake
data, we show in Figure 3 the uptake of four non-reactive
species, Kr, OCS, H,S, and SO, at 293 K, the latter two at pH

2638 = ENVIRONMENTAL SCIENCE & TECHNOLOGY / VOL. 31, NO. 9, 1997

10 T T o
F o Kk <3
E| o CHe .
[ | & ocs
v cs, B
[ | % HS(atpH1) _',55
o gL | ® oHsr -
@ E | © CH,SCH, o 3
E B SO, (atpH1) - ]
2 ® SO, (at pH 1.8)
o F
2
- 0.1 P e
w E % 3
- F ]
E r ]
] L r 1
~ L ,.-‘0 H
=
~ o
= 0.01 3 _,D'( E
[ (,.Q"
0.001 e il el
0.001 0.01 0.1 1 10

H (M/atm) Literature

FIGURE 4. Henry's law coefficients at 293 K determined by computer
fit to the experimental data versus the literature values. The error
bars represent the 2o standard deviation in the model fitting of the
measured uptake as in Figure 3.

TABLE 1. Modeling Parameters at 293 K As Defined in
the Text

C 0.448cm Cs 20.0s

C 0.910 Cs 2.39

Cs 0.121 G 0.608 s

Cs 7.24 x 1073 Cs 19.1cm~2s~!

1 to avoid hydrolysis of the dissolved gas. The normalized
density of the gas-phase species is plotted as a function of
the square root of the gas—liquid interaction time to
emphasize the short time data where the gas uptake rate is
largest. Similar data are obtained for the other species. Solid
lines in the figure are computer modelfits to the data obtained
by fixing the Henry’s law coefficient at the literature values
and using a non-linear least squares fitting routine to
determine the values for a subset of the parameters that gives
the best simultaneous fit of the model to all data sets. The
subset of parameters was changed and the data were refit
until the global minimum best fit was found. Using these
parameters, the data sets were refit by the model and yielded
the final values for the Henry’s law coefficients. These were
in good agreement (within 8%) with the published values.
The discontinuities in the model fits shown in Figure 3 reflect
pressure changes as the injector enters deeper into the liquid.
These changes are included in the modeling.

In Figure 4 we show Henry’s law coefficients as determined
by fitting the model to the experimental data plotted versus
the literature values. The literature values for the Henry’s
law coefficients were obtained from Wilhelm et al. (39) for Kr,
CHj3Br, OCS, SO,, and H,S; Mackay et al. (40) for 1,4-butadiene
(CsHsg); Aneja and Overton for DMS (41); and De Bruyn et al.
(24) for CS,. For all species, the liquid-phase diffusion
coefficients are calculated using the cubic cell model of
Houghton (42). Where comparison is possible, this model is
in excellent agreement with experimental data. The liquid-
phase diffusion coefficients in these experiments ranged from
1.01to 1.56 x 1075 cm?/s. The values for the four parameters
C,—C, are listed in Table 1. The H values obtained from the
modeling of the measured uptake are on the average within
8% of the literature values.

To validate the uptake model for gas-phase species that
undergo chemical reactions in the surrounding liquid, a
second series of uptake studies was done with ozone and
formaldehyde. The following uptake studies were per-
formed: Os; with Br-, Fe?*, NO,, OCl-, I, HS", and
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formaldehyde in the pH range 0—11. The Hand k values for
Os are respectively from Kosak-Channing et al. (43) and
Hiogné et al. (44). The Henry's law coefficient for CH.0 is
obtained from Betterton and Hoffman (44), and the reaction
rates for CH,O are from Bell et al. (46, 47) and Valenta (48).
In these studies, k ranged from about 1 to 108 s~!. As an
example of reactive uptake, we show in Figure 5 the uptake
of ozone by pure water and solutions of 1.0 M Br~, 0.05 M
NO,7,and 0.1 M ClO,™ at 293 K. Here again uptake is plotted
asafunction of /2, The effect of the reactive uptake s clearly
evident. The solid lines are the model fit to the data.

In all, 30 reactive systems were studied. A global fitting
of the uptake data from these studies yielded the additional
four parameters needed to define the uptake model. The
values for the parameters Cs—C; are listed in Table 1. In
Figure 6, we show a plot of k as determined by the model fit
to the experimental data versus literature values of k. The
kvalues obtained from the modeling of the measured uptake
are on the average within 55% of the literature values,

In summary, the eight parameters required to model the
uptake were obtained by globally fitting 39 sets of uptake

data. The uptake results show that the apparatus in the
present configuration can measure Henry’s law coefficients
(H) for non-reactive species in the range 1073 to 3.0 M/atm.
For reactive species (first-order reaction rate k), the apparatus
yields Hk'2values in the range 0.04—150 M atm~! s~1/2. Ifthe
Henry’s law coefficient of a species is known, then first-order
reaction rates (k) can be measured in the range 1—108 51,

The fitting parameters C;—Cs were determined at 293 K.
Preliminary experiments indicate that these parameters do
not change significantly in the range of +15 K.

Uptake of Gas Phase Formaldehyde

Formaldehyde reacts with water to form methanediol. This
reaction is catalyzed by both H* and OH-. Our results were
modeled with the acid—base-catalyzed hydrolysis rate con-
stant for formaldehyde, calculated with the methanediol
dehydration rate constants for the reverse reaction published
by Bell and Evans (48) and the equilibrium constant by Valenta
(49) at 293 K. The pseudo-first-order rate constant ki is
therefore a function of pH

k =2.09 x 107[H,0] + 6.14 x 103[H"] +
3.64 x 10° [OH™] (14)

The concentration of water is 55.5 M. More recently Los et
al. (48) measured k; at pH greater than 12. In that region
their results are in agreement with eq 14.

In two previous studies, we measured the uptake of
formaldehyde using our droplet train apparatus. Inone study,
the uptake of gas-phase formaldehyde by aqueous sulfuric
acid (10—70 wt %) and nitric acid (20—54 wt %) was measured
as a function of temperature, acid concentration, and gas-
droplet contact time (31). In the other study, uptake by
aqueous droplets in the pH range 1—15 was measured (32).
In the mid-range region, pH 4—10, the uptake was too small
to be detected by the droplet apparatus. The uptake above
PH 11 was measurable and was in accord with eq 14. Butat
low pH, below pH = 2, the uptake was significantly higher
than predicted by eq 14.

In the droplet apparatus, the gas—liquid interaction time
is short, between 3 and 20 ms. Consequently, the uptake for
species of low solubility is small, and uptake specifically
associated with the liquid surface, such as the formation of
asurface complex or some other surface specific interaction,
may be a significant fraction of the total uptake. We suggested
that the enhanced uptake observed in the droplet studies
was in fact due to an acid-catalyzed surface complex. Inthe
other independent sulfuric acid uptake study, surface-
enhanced uptake was also observed.

The newly built horizontal bubble train apparatus provides
the opportunity to measure the uptake of gas-phase form-
aldehyde with greater sensitivity. Since in the bubble
apparatus the uptake is much larger, the additional surface
uptake should be negligible, and we can test if the uptake is
now in accord with bulk phase chemistry as expected. The
pseudo-first-order rate constant as a function of pH at 293
Kobtained from the uptake measurements is shown in Figure
7. Rates obtained with the droplet apparatus are also shown
as solid diamonds. The dashed line is a plot of eq 14. The
bubbler data are in reasonably good accord with the bulk
phase reaction rates of eq 14. For example, in the pH region
48, the rate constant given by eq 14 is 11.6 s™.. Our
experimental data yield 15.5 s~1,

Setchenow Saltout Coefficients. It is well-known that
the capacity of water to solvate gas-phase species decreases
with ionic strength. This can be expressed as a decrease in
the Henry’s law coefficient. Anumber of models can be used
to express the change in a species activity coefficient with
ionic strength. For simple one salt systems, the empirically
derived Setchenow relationship is adequate (50). In this
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formulation, the decrease in the Henry’s law coefficient is
expressed as

log,, H°/H= KM (15)

where H° is the Henry’s law coefficient in pure water, M is
the molarity of the ionic solution, and K; is the Setchenow
salt out coefficient (in units of M™1).

The salting out effect is clearly evident in Figure 8, which
shows the uptake of formaldehyde by pure water, 2.0 M and
4.0 M solutions of NaCl. From such measurements, H as a
function of salt concentration can be obtained. Since the
uptake of formaldehyde is a function of both H and k, to
calculate H, the uptake model must be provided with a value
of k as a function of the salt solution activity. We used a
value of k = 15.5 s7}, which is our measured value of k in the
pH 4—7region. The activity coefficients were obtained from
Pitzer (49). In Figure 9, we show a plot of log H/H° as a
function salt concentration for formaldehyde in NaCl solu-
tions. The slope of the plotis —K;. The Setchenow coefficients
at 293 K is K; = 0.072 = 0.004 M~%. Setchenow coefficients
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FIGURE 9. Logs (H°/H) as a function of salt concentration for
formaldehyde in NaCl solutions. Setchenow coefficient K; at 293 K
is obtained from the slope of the least squares fit line.

are not expected to exhibit a significant temperature de-
pendence over the range 278—298 K. For example, Barret et
al. (51) observed a less than 1% change in the ratio H°/H for
H,S in NaCl in the temperature range 298—348 K.
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